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ABSTRACT

To provide more discriminative feedback for the second language
(L2) learners to better identify their mispronunciation, we propose
a method for exaggerated visual-speech feedback in computer-
assisted pronunciation training (CAPT). The speech exaggeration
is realized by an emphatic speech generation neural network based
on Tacotron, while the visual exaggeration is accomplished by
ADC Viseme Blending, namely increasing Amplitude of move-
ment, extending the phone’s Duration and enhancing the color
Contrast. User studies show that exaggerated feedback outperforms
non-exaggerated version on helping learners with pronunciation
identification and pronunciation improvement.
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1 INTRODUCTION

Due to the influence of language transfer [5, 7, 16, 18, 23], learn-
ers tend to replace an unfamiliar phone in the second language
by a phone from their first language(L1). It will cause many in-
conspicuous mispronunciations [15] that L2 learners hardly notice
or correct them. There are many kinds of corrective feedbacks
[1, 2, 6, 14, 26, 27] to increase the awareness between L1 and L2
in CAPT, such as speech, articulatory animations, etc. However,
currently few feedback methods focus on the learners’ intuitive to
realize their mistakes. Thus, offering an identifiable and perceptible
feedback is necessary for the development of proper pronunciation.

When the learners are having difficulties to realize their mispro-
nunciation, teachers widely use the exaggerated method in teach-
ing, such as speaking loudly and slowly to show the movements
of mouth clearly [21]. Inspired by this, we propose a method for
visual-speech synthesis of exaggerated feedback to point out user’s
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mispronunciation by using emphatic speech and exaggerated artic-
ulatory animation. The speech and visual exaggeration are respec-
tively realized by end-to-end emphatic speech synthesis and ADC
Viseme Blending. Then they are combined to form the visual-speech
synthesis[26]. By this method, we can provide more distinguishable
feedback to learners and correct their mispronunciations.

2 IMPLEMENTATION
2.1 Speech Exaggeration
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Figure 1: Architecture of speech exaggeration network
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To synthesize emphatic speech, 8000 text prompts with phone-
level emphasis annotations are carefully designed, each containing
one or more emphatic phones that the Chinese ESL speakers of-
ten mispronounce [9, 17]. Two comparative speech utterances are
recorded for each prompt: one with neutral intonation through-
out the utterance and the other with exaggerated intonation with
emphasis placed on the emphatic phones in the sentence.

We design a novel exaggerated speech generation neural net-
work based on the previous Tacotron architecture [19, 20, 22, 25].
The network synthesizes exaggerated speech from input pairs, each
including a sentence text and an emphasis vector containing phone
level exaggeration annotation of the corresponding sentence. For-
mally the network could be described as W = G(Tjxp, Ajx1), where
W is the sound wave with exaggeration, T is the text input, A is the
annotation, [ is the length of a text,h is the length of a text vector
that represents a word and G represents the whole network.

The architecture of the network is shown in Figure 1. The pre-net
embeds text with word vector containing phonetic level informa-
tion, which are in the same shape and then processed separately in
the encoder layer. In the exaggeration generation layers, text and
annotation vectors are combined, whose information are retained
in output vector. To enhance the effect of exaggeration annotation,
it is mixed with the output of generation layer again in the de-
coder layer, whose output is transformed into Mel spectrum. The


https://doi.org/10.1145/3394171.3414444

Demo Session 1l

MM 20, October 12-16, 2020, Seattle, WA, USA

Input End-to-End Emphatic Speech Synthesis Exaggrated Visual Speech
Word Neutral Exaggerated Synthesizer
hat Duration T(s) 0.20s 0.5s 0.(.15 T(s) 0.30s 0.9.85 l.ZsI
Phoneme i h ae it i h i ae K 3 B B PR P P
+ ap o) s 2 = =
Speech Mels Spectrogram - B
i : : ., ! 10-0s 03s,  0.4s
————— — : = - = h ae
. ’ Mapping i Duration— Peak Speed ;i Energy = Motion Amplitude i Pitch—» Color - TN e
s : ’?\\ ’C\v N /~\ (‘~* <~‘,
: 3 » 2772
MDD Neutral i Exaggerated
i ; } s
Phoneme h ae h ¢ ae Tt L0.4s 0.9
I A e i . - -
Emphatic Text SVG Images of I~ G T | R :ﬁ NENCNC
T OTETE the Phonemes Q w % i ﬁ% i} ;a .a ’51 —» Visual
h<even- ae<even- ¢ Movement Ranges Normal Medium ngh Low 0.98s  12s] Speech
t
Phoneme Error Key Frame Based Visual Exaggeration Generation

Figure 2: Flow chat of visual-speech synthesis of exaggerated corrective feedback

decoder also generates a sequence of the duration of each phoneme,
which is later used by visual exaggeration. Finally, WaveNet [19] is
appended to convert the Mel spectrum to speech with exaggeration.

2.2 Visual Exaggeration

We generate the exaggerated version of speech animation mainly
by ADC Viseme Blending, which means increasing the Amplitude
of articulatory movement, the Duration of movement around the
key actions[29] and color Contract of movement.

For each phone, we draw its corresponding visemes in SVG image
according to the research on phonetics [4, 10] and articulatory
phonology [3, 8, 28] in four exaggeration levels, namely Normal,
Low, Medium, and High. Each image includes tongue, chin, teeth,
soft jaw and lips (see as Figure 2). At each level, consonant and unit
sounds each corresponds to one viseme, while each vowel has two.
We then build a database for all these images.

To generate the animation of a specific phone sequence, we
first sort out its corresponding viseme sequence, and obtain their
duration from the network in Figure 1. Then the acoustic features
of phones are mapped to visual features, which is shown in Figure
2 and described below.

For different motion Amplitudes determined by the phonemes’
energy, we choose SVG file of different exaggeration levels for each
viseme, which are used as the key frames of the animation and then
interpolated with non-linear functions for smoother and more nat-
ural transition between non-exaggerated and exaggerated phones.
Also they are made more prominent by extending its Duration.
Meanwhile, colors with higher Contrast, purity and brightness are
used to make the exaggerated key frames easier to identify. We also
add auxiliary graphics, such as arrows and airflow, to help users to
better understand the pronunciation through visualization.

2.3 Visual-Speech Exaggeration Synthesis

The flow chart describing the whole process of visual-speech syn-
thesis of exaggerated corrective feedback could be seen in Figure 2.
We first decide the appropriate emphatic text by utilizing the Mis-
pronunciation Detection & Diagnosis (MDD) model[11-13]. The
output text from MDD with emphatic marks is fed to the network
introduced in Section 2.1 to generate exaggerated speech feedback.
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Then we create the visual exaggeration in the format of SVG an-
imation from the exaggerated speech by our proposed mapping
rules as described in Section 2.2. Finally, speech and animation are
combined to form the exaggerated visual-speech feedback.

3 USER STUDY

Three experiments are conducted to compare the exaggerated (E)
visual-speech feedback with the non-exaggerated (N) version.

First, we prepare 28 questions containing visual-speech anima-
tion of 14 pairs of easily mispronounced words (such as bed and
bad), and randomly decide whether each animation should use E or
N-feedback. 32 participants are asked to finish the questionnaire by
distinguishing the two words in the pair. The average identification
accuracy of E and N-feedback animation is 93.30% and 75.45% re-
spectively, which proves the effectiveness of exaggerated feedback
on pronunciation identification.

The second experiment is to verify whether exaggerated feed-
back could improve the learner’s pronunciation accuracy. 14 partic-
ipants with average English level are divided into N and E groups
and take courses with N and E-feedback respectively. The result
shows that the average increase of accuracy of E and N group is
19.92% and 11.22% separately, which indicates exaggerated feedback
could better improve the accuracy of pronunciation.

In addition, in order to make exaggerated feedback more in
line with learners’ cognition and play a better teaching effect, we
invite 29 learners and 20 professional teachers to rate the degree of
exaggeration with average opinion score (MOS) method[24]. For
learners, the medium level of exaggeration gets the most three-
point votes. For teachers, the medium level gets 86 three-point
votes, which also prevails. Hence, the medium level is the most
appropriate degree for exaggerated mispronounced phonemes.
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